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NOAA OrganizationsNOAA Organizations

National Weather ServiceNational Weather Service
National Centers for Environmental PredictionNational Centers for Environmental Prediction

Operational Model ProductionOperational Model Production

Oceanic and Atmospheric Research (OAR)Oceanic and Atmospheric Research (OAR)
Geophysical Fluid Dynamics LaboratoryGeophysical Fluid Dynamics Laboratory

Climate ModelingClimate Modeling

Forecast Systems LaboratoryForecast Systems Laboratory
Technology Transfer (Weather Forecasting)Technology Transfer (Weather Forecasting)

Satellite OperationsSatellite Operations

FisheriesFisheries
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Current HPCS ConfigurationCurrent HPCS Configuration
140 Dual-Processor Alphas (833MHz)140 Dual-Processor Alphas (833MHz)

768 Dual-Processor Xeon (2.2GHz)768 Dual-Processor Xeon (2.2GHz)
3.337TF on LINPACK3.337TF on LINPACK

Myrinet 2000Myrinet 2000

ADIC HSMADIC HSM

I/O (0.25-1TB/day)I/O (0.25-1TB/day)

2-DDN SDD's (8.4 TB total)2-DDN SDD's (8.4 TB total)

Dell RAID (~12 TB total)Dell RAID (~12 TB total)

IBM FastT700 (~2TB)IBM FastT700 (~2TB)

NFS/XFS/CVFS/PVFS/GPFSNFS/XFS/CVFS/PVFS/GPFS

SGE Batch System (3-5000 of SGE Batch System (3-5000 of 
jobs a day per SGE instance, 3 jobs a day per SGE instance, 3 
SGE instances)SGE instances)

GNU/Linux OSGNU/Linux OS
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NOAA Forecast Systems NOAA Forecast Systems 
LaboratoryLaboratory

Technology Evaluation and Transfer Technology Evaluation and Transfer 
LaboratoryLaboratory

Real-time Weather Model DevelopmentReal-time Weather Model Development

Weather Workstation DevelopmentWeather Workstation Development

Observational SystemsObservational Systems

ComputingComputing

High Performance Computing ContractHigh Performance Computing Contract
Vendor/Integrator: HPTiVendor/Integrator: HPTi

Subcontractor: Aspen SystemsSubcontractor: Aspen Systems
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I/OI/O

No satisfactory solution (yet ..., No satisfactory solution (yet ..., 
watching Lustre, trying GPFS)watching Lustre, trying GPFS)

Currently using a series of NFS Currently using a series of NFS 
serversservers

Using PVFS for high demand Using PVFS for high demand 
applicationsapplications

In process of trying IBM's In process of trying IBM's 
GPFS for critical/high-impact GPFS for critical/high-impact 
applicationsapplications
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I/OI/O

No satisfactory solution (yet ..., No satisfactory solution (yet ..., 
watching Lustre)watching Lustre)

Currently using a series of NFS Currently using a series of NFS 
serversservers

Using PVFS for high demand Using PVFS for high demand 
applicationsapplications

In process of trying IBM's In process of trying IBM's 
GPFS for critical/high-impact GPFS for critical/high-impact 
applicationsapplications
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Computing RequirementsComputing Requirements

Current state is 20KM CONUS modelCurrent state is 20KM CONUS model
Requires 36 CPUs to complete in < 1HRRequires 36 CPUs to complete in < 1HR

Short-term goal: 13KMShort-term goal: 13KM
Would require >150 CPUs to complete in < 1HRWould require >150 CPUs to complete in < 1HR

Medium-term goal: <10KMMedium-term goal: <10KM
Would require > 350 CPUs to complete in < 1HRWould require > 350 CPUs to complete in < 1HR

Multiple copies run simultaneouslyMultiple copies run simultaneously

Developmental Testbed CenterDevelopmental Testbed Center
Run several test models at above scalesRun several test models at above scales
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Staff/BudgetStaff/Budget

$3-3.5M/year for HPTi contract$3-3.5M/year for HPTi contract

9 Staff members + operations staff9 Staff members + operations staff

6.5-7 FTE6.5-7 FTE

1 Sys Ad1 Sys Ad

2 HPTi for hardware/software2 HPTi for hardware/software

1 User Support1 User Support

1 User Liason1 User Liason

1 Network manager1 Network manager

2 MSS2 MSS

1 Technical management1 Technical management

Operations staff 24x7Operations staff 24x7
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Q1: Is the machine living up to Q1: Is the machine living up to 
expectations?expectations?

In terms of computational performance In terms of computational performance 
we are seeing performance we we are seeing performance we 
expected (we benchmarked the actual expected (we benchmarked the actual 
codes). Until...we want to save the codes). Until...we want to save the 
answer answer 

��

The scaling is adequate, our codes are The scaling is adequate, our codes are 
fairly latency tolerant.fairly latency tolerant.
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Q2: What is MTBI? What are the primary Q2: What is MTBI? What are the primary 
failure modes? What is average utilization?failure modes? What is average utilization?

Nodes fail (mostly due to software Nodes fail (mostly due to software 
<1/week, hardware <1/month).<1/week, hardware <1/month).

Jobs fail to tempory stale NFS file Jobs fail to tempory stale NFS file 
handles. (Every few days.)handles. (Every few days.)

Primary failures relate back to NFS Primary failures relate back to NFS 
servers.servers.

Typical utilization around 25%Typical utilization around 25%
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Q3: What is the primary Q3: What is the primary 
complaint?complaint?

Failure of I/O services.Failure of I/O services.
The failures don't always manifest The failures don't always manifest 
themselves directly as I/O failures.themselves directly as I/O failures.

Deterministic real-time scheduling.Deterministic real-time scheduling.

Compiling problems (failure to support Compiling problems (failure to support 
“common” extensions). “Things don't “common” extensions). “Things don't 
work exactly like they do on machine work exactly like they do on machine XX.”.”
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Summary of NeedsSummary of Needs

High-speed, highly stable, highly scalable I/OHigh-speed, highly stable, highly scalable I/O

Memory bandwidth seems to limit performance Memory bandwidth seems to limit performance 
of applicationsof applications

Software for diagnostics/monitoringSoftware for diagnostics/monitoring

CompilersCompilers




